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Abstract

The spatially-modulated neurons within the hippocampal formation of the brain
are believed to be a mechanism by which memory is consolidated and physical
space is perceived. These neurons include place cells, which are pyramidal neurons in
the hippocampus that fire whenever the animal transverses a given location of an
arena; and grid cells, located in the entorhinal cortex, which fire in a specific pattern
spanning the entire environment whose firing fields form a periodic, equal-distanced

hexagonal array.

These neurons have been shown to play a significant role in spatial navigation and in
the perception of self-location. The system is also referred to as an "internal GPS," as
it is the means by which an animal forms a cognitive map within the brain. Beyond
purely mapping out space, these neurons have also been suggested to be involved in

the formation and consolidation of memory.

The firing properties of these cells tend to be stable and reliable when the animal is in
the same environment, exhibiting neuronal activity when the animal traverses inside
the firing fields, and remaining virtually silent when outside of them. As a means by
which to signify change, the neurons change the location of their firing fields when

placed in a different environment. This phenomenon is known as "remapping."

In this research, we investigate how robust, reliable, and stable the firing fields of
these neurons tend to be. We examined this through two different methods: a
chemogenetic approach using DREADDs (Designer Receptors Exclusively Activated
by Designer Drugs) to silence hippocampal cells, and a computational method,

analyzing firing activity patterns of individual grid cell fields.

(1)




DREADDs is an engineered G protein-coupled receptor that responds exclusively to
synthetic small molecules, while remaining inert to its natural ligands. It allows for
spatial and temporal control of neurons through noninvasive means. In addition, its
effects are reversible, with no damage to the system. We used an inhibitory type of
DREADD to inactivate hippocampal place cells and observe the effects on the firing
fields after recovery. Specifically, we wanted to see whether the fields returned to the
same location or rather, remapped. Results found that both cases occur, with fields

sometimes remapping and other times reverting to the same place.

In the second part of the research, we examined the firing patterns of a set of grid
cells. We were interested in testing the variability between different firing fields of a
single grid cell. We found that the activity between firing fields of individual grid cells
exhibited a larger variability than would have been expected by shuffle measures.
Here we investigated the overlaying patterns and possible source of this
overdispersion. Further analysis revealed that this overdispersion is mainly the
result of one specific strongly-firing grid field. Tending to be located near the borders
of the environment, this field hints at the possibility that it may act as an anchoring

point, or pivot point, for the formation of the grid cell orientation and phase.

These findings expose that the firing fields of both place cells and grid cells are not as
static as previously assumed. The firing patterns of place cells do not remain the same
when neuronal activity is manipulated through pharmacological means, grid cells do
not exhibit uniform firing rates among the fields, and both suggest that other
information is being relied aside from purely spatial that results in this instability and

non-uniformity.

(2)
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Preface

he organization of this thesis is divided into three sections: the introduction
Tfollowed by two other chapters detailing the methods and findings of two
separate research projects. The first section, [CHAPTER 1], beginning on the
following page, provides a background of the hippocampal formation and of the
neurons located in the brain region. The distinctive firing patterns of these neurons
are detailed in this section, which relate to both of the projects that the thesis will go

on to explain.

The next part, [CHAPTER 2], reports the details of the first research project
concerned with using DREADDs to silence hippocampal place cells. This research is
the smaller project of the two, and was mainly conducted as a proof of principle. It is
an ongoing project, and as such, the findings are not entirely conclusive, and further

research needs to be conducted to provide more clear and concise findings.

Lastly, the third section, [CHAPTER 3], aims to explain and understand specifications
of grid cell firing patterns by investigating the variability of the activity. It elaborates
on specific findings pertaining to grid cell firing activity. This is the larger of the two

projects, and delivers more conclusive results.

I hope this research manages to shed light on the tools it applies, as well as adds to
the understanding of the spatially-modulated neurons it examines, and more broadly,

to the knowledge of spatial perception and memory in general.

In the words of neuroscientist Santiago Ramon y Cajal, "As long as our brain is a

mystery, the universe, the reflection of the structure of the brain will also be a mystery"

[1].

(4)




Introduction

Hippocampal neurons' role in space and memory

1t is place, permanent position in both the social and topographical sense, which gives us our

identity." — J.B. Jackson

(5)




Chapter [1.1] Hippocampal formation

Chapter [1.1]

Hippocampal formation

he hippocampus is a region in the brain found to be highly involved in
spatial navigation and the consolidation of memory from short-term
to long-term [2]. It is via neurons located within this region that
spatial representations of the environment are encoded and formed in the brain.
For these reasons, it is one of the most highly studied regions in the brain, and of

strong interest in the field of neuroscience.

The name of the region means "seahorse" in Latin, alluding to its distinctive, S-
shaped curve. Included in this structure is the dentate gyrus (DG), CA1, CA3, and
the subiculum [3]. The dentate gyrus is a tightly packed layer of small granule

cells, while the CA areas are filled with densely packed pyramidal cells.

The pathways of signaling form a loop within the hippocampus, with external
input entering mainly through the entorhinal cortex, and then exiting from the
pyramidal cells in CA1 back into the subiculum and layers of the entorhinal
cortex. The signal pathway of subicular neurons also flows into the entorhinal
cortex. These feedback loops demonstrate that there is information flowing in
both directions within the hippocampal cortex, and that the neurons in the
different sub-regions receive signals from each other. FIGURE 1.1 provides an
illustration of the region and a simplified diagram of basic circuity and directions

of signal flow.

(6)




Chapter [1.1] Hippocampal formation

The hippocampus' specific role in the function of memory was realized when an
epileptic patient, known as H.M., underwent surgery at the site of his seizures. He
had a bilateral medial temporal lobectomy removing almost entirely the
hippocampal regions and some associated areas. The surgery resulted in an

inability to form any new episodic memories.

While his retrograde memory, the memory formed before the time of the surgery,
remained relatively intact, he was unable to consolidate new episodic and
declarative memories into long-term storage [4]. Thus, though some types of
memory were undisrupted, including working memory and procedural memory,

new events were unable to be recorded into explicit storage.

In addition to this specific and special case, disorders relating to loss of memory
function are seen to have a strong effect on the hippocampus. In Alzheimer's
diseases, where memory loss is the main symptom, the hippocampus and
entorhinal cortex are the first to suffer damage [5]. This exposes the strong and
highly specific function of the hippocampal formation in memory encoding and

retention.

(7)




Chapter [1.2] Spatially-modulated neurons

FIGURE 1.1 Depiction of the hippocampal structure illustrated by
Santiago Ramon y Cajal. Lower left corner shows simplified diagram
of the basic circuitry and signal flow projections between
hippocampal regions. Wikipedia-modified image from Histologie du
Systéme nerveux de I'Homme et des Vertébrés,, Santiago Ramon y
Cajal., 1909 [6].

Chapter [1.2]

Spatially-modulated neurons

ithin the hippocampal formation are specific spatially and
directionally modulated neurons. These include place cells, grid
cells, head direction (HD) cells, and border cells. This section
will outline the basic characteristics of these four cell types. These neurons, and
the circuits underlying them, may have significant implications for memory. The
spatial context for memories and past experiences are embedded in their activity,
and thus they may play a pivotal role in memory processes, in conjunction with

mapping out space and location.

(8)




Chapter [1.2] Spatially-modulated neurons

The 2014 Nobel Prize in Medicine and Physiology has been awarded for the
discovery of place cells and grid cells, indicating their strong impact in scientific

knowledge and understanding.

{1.2.i} Head Direction Cells

Head Direction (HD) cells are located in multiple brain regions, including the
anterior thalamus, presubiculum, and entorhinal cortex. Their firing activity is
tuned to the animal's head direction, with a specific preferred head direction for

an individual HD cell [7].

They are strongly dependent on the vestibular system, specifically the
semicircular canals of the inner ear. The direction and position of the animal's
body in relation to its head appears to be less influential on the neuron's firing.
HD cells continue operating even in the absence of light, responding to rotations

of the head, although the HD alignment may drift slowly over time [8].

The role of sensory input in their function is complex; sensory input doesn't

purely drive HD firing activity, but is also not entirely independent of it [9, 10].

{1.2.ii} Place Cells

Place cells are pyramidal neurons located mainly in the CA1 and CA3 regions of
the hippocampus. They fire whenever the animal enters a specific location of the
environment, and are virtually silent when the animal is anywhere outside this

region. This area is called the "firing field" of the cell. Most place cells have one

(9)




Chapter [1.2] Spatially-modulated neurons

firing field, although they can sometimes have two or more. The larger the arena,
the more likely the cell will have more than one firing field [11]. The entire

population of place cells is thought to span out the entire environment.

When placed into a different arena, the place cells change the location of the firing
fields, or may become entirely silent, while other cells silent beforehand may start
firing [12]. This is known as "remapping". When placed back into the original

arena, they resume their original firing patterns.

This is thought to be the mechanism by which the cells recognize similar

environments, and signify novelty for novel arenas.

{1.2.iii} Grid Cells

Grid cells are neurons located within the medial entorhinal cortex (MEC) and
additional regions. Their firing activity spans out the entire arena and forms a
periodic hexagonal-array of firing fields that are equi-distanced from each other.
The sizes of the fields tend to be similar in size for an individual neuron with a
regular spacing between them. This specific firing pattern tends to be rather
robust, and these neurons have even been described as the "crystals of the brain”

[13].

The grid alignments of the firing fields of these cells have different spacing and
different orientations to the walls. Neurons found next to each other in the brain
tend to have similar spacing distances, with differing phases. This is dependent on

which layer of the MEC the neurons are located; cells more ventral have larger

(10)




Chapter [1.2] Spatially-modulated neurons

spacing, while cells more dorsal have smaller spacing. The spacing tends to fall
into discrete values, rather than a uniform distribution of values. Groups of grid
cells with similar spacing and orientation within a single rat are referred to as

"modules.” So grid cells are organized by modules within the entorhinal structure.

Some grid cells also code for directionality, in a similar manner to head direction
cells. Thus, there are two types of grid cells: pure grid cells, which provide
information purely on location, and conjunctive grid cells, which are grid cells
with a combined direction-coding characteristic, providing information on both
location and head direction. The pure grid cells are found mainly within Layer II
of the MEC, while conjunctive grid cells are found in deeper layers. Please

reference to FIGURE 1.2 for illustrative examples.

The presubiculum and parasubiculum send out projections into the entorhinal
cortex. Thus grid cells most likely receive information about the animals' head

direction from the presubicular and parasubicular head direction cells.

In summary, grid cells:

e Have multiple firing fields, as compared to place cells, which have one, or
only a few.

e Have firing fields that are organized into a hexagonal pattern, with the
fields approximately the same size and same distance from each other.

e Are organized into modules within the MEC by their spacing.

e Come in two types: pure grid cells, with firing independent of head
direction, and conjunctive grid cells, exhibiting grid-like firing only when

the animal's head is faced in a specific direction.

(11)
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FIGURE 1.2 /llustrations of the different types of grid cells and where
they can be found within the entorhinal cortex. a) Hippocampus,
postrhinal cortex, and medial entorhinal cortices labeled, with grid
cell examples of various spacing, pointing to the layers of the MEC
where they tend to be found. This illustrates that different layers
tend to have grid spacing of specific discrete values. (b) and (c)
Example of a conjunctive cell, displaying information of both head
direction and space. Each panel shows trajectories in black and grid
cell spikes in red. Note that the red dots are clustered into groups
and the groups form a hexagonal pattern. The polar histograms in
(b) and (c) show the head-direction rate of each cell as a function of
the head-direction. Figure taken from McNaughton et al., 2006 [14].

(12)
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{1.2.iv} Border Cells

Border cells are neurons known to be located in the subiculum, the presubiculum,

the parasubiculum, and the entorhinal cortex. They fire when the rat is within a

certain distance of a given border of the arena and have been suggested to be

significant for planning trajectories or possibly anchoring place and grid fields to

a specific boundary reference point. They are intermingled in the entorhinal

cortex with grid and head direction cells, encompassing only about 10% of the

entire population [15]. FIGURE 1.3 summarizes the four types of cells found in

these brain regions.

Border cell

Headdlrectlon cell

Place cell

Grlid cell

S e S

Wz

"@ = Path of rat

if =splkes

FIGURE 1.3 lllustrations of the four spatially and directionally-
modulated neurons: place, head direction, grid, and border cells. Red
dots signify spikes while black line shows trajectory of the animal. In
the polar histogram the rate is shown as a function of head
direction. Place cells fire in a specific region of the environment. HD
cells fire to a preferred head direction. Grid cells have a unique firing
pattern that forms a hexagonal array spanning the entire area.
Border cells fire to a given distance of a preferred border or
boundary of an environment. Figure taken from Jeffery Lab, UCL
website [16].
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Cognitive map

“Sense of place is the sixth sense, an internal compass and map made by

memory and spatial perception together.”

— Rebecca Solnit, Savage Dreams

hese neurons all aid in the formation of a cognitive map within the
rat's brain. The notion of a cognitive map has been proposed by
Tolman. He demonstrated the concept in a series of studies examining
how a rat reacts to a change in routes towards a reward, and whether it is able to
choose the shortest and most correct path available without ever having crossed

through it.

In one such study, the rat was trained to run a maze with one available maze arm
leading towards a reward through a convoluted, lengthened path. After the rat
was trained in this specific maze, the rat was then introduced to a sunburst maze,
which the rat had not been familiarized with. This maze included multiple maze
arms placed at even intervals at varying degrees (see FIGURE 1.4 for reference).
Although the rat was not familiar with this maze, and had never taken the paths
before, he was in some cases able to accurately choose the correct path to the
reward, despite the fact that it started and was directed in a different location

than the path he had been originally trained to run within the first maze.
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This suggested to Tolman that an intrinsic cognitive map exists within the brain. It
is through the aid of the spatially-modulated neurons located within the
hippocampal cortex that the map originates and through which we are provided
with a sense of space. These neurons are capable of achieving this by acting as

cognitive representations of place and location.
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FIGURE 1.4 Sunburst maze experiment set-up. a) The apparatus the
rat was trained to run across, with (H) signifying the location of the
reward. b) The sunburst maze the rat was tested on, with maze arms
placed at even intervals at varying degrees. The study demonstrated
that the rat was able to choose the correct path in the sunburst
maze despite being unfamiliar with the path. Image taken from
Tolman et al., 1946 [17].
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Remapping and grid realignment

“There is no mysterious essence we can call a 'place’. Place is change. It is

motion killed by the mind, and preserved in the amber of memory."

— J.A. Baker, The Peregrine

lace cell firing activity tends to be stable within the same arenas.
However, they are known to abruptly change their firing pattern and
change the locations of their place fields, in what is referred to as
"remapping," as a reaction to changes in the external environment. Usually small
changes in sensory input are not enough to enable a response in the system, but

strong changes will elicit a reaction in place cell firing [18].

The current space and the shifting environment constantly adjust the firing
patterns of these neurons accordingly. There are three main types of remapping
or deformation of place cell firing. Space deformation occurs when the
environment very rapidly shifts in size or shape. Place cells usually respond to
this type of change by elongating or shrinking their firing fields to adjust for the
rescaling of the arena. The positions of the different place fields are usually in

relatively similar positions from their surrounding boundaries.

Rate remapping (also known as "local remapping") is when the locations of the
firing fields remain the same, by changes occur in the firing rate. This usually

occurs for a small, local change in the arena, such as a change to the color of the

(16)
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walls. For a strong external change to the environment, place cells preform global
remapping, where the place fields entirely change locations, or might become
active or inactive. When returning the animal to the original arena, the place cell
firing fields all reverse to the original firing patterns within that arena. FIGURE

1.X provides examples of such cases.

In summary, the three types of remapping or deformation are:

e Rate remapping, where the positions of the fields remain the same, but the
firing rate changes.

e Global remapping, where the activity of the place cells entirely change,
with change in position of the fields as well as activation or inactivation of
cells that were previously firing or were silent.

e Space deformation, where the fields distort through elongation of rescaling

while remaining in a similar location relative to the surrounding borders.

Grid cells, with information from place cells, also respond and adjust firing
patterns to different environmental changes. Grid patterns are exhibited at the
animal's entrance into the arena, and remain more or less stable thereafter. Visual
input is not required for their functioning, as they remain firing in the same
manner when the lights are turned off in an environment [19], however visual
input does exert influence over their patterns of firing. This is seen by the
observation that a rotated cue card on the wall of an arena will result in the grid

pattern rotating in the same manner.

Place cell rate remapping has no effect on grid cell firing patterns. When an

animal is placed into a different arena however, a situation in which place cells

(17)




Chapter [1.4] Remapping and grid realignment

undergo global remapping, the grid pattern will adjust its phase and orientation.
Neighboring neurons within the brain all adjust their firing patterns by the same
offsets to each other. This was seen in a study recording grid cells from Layer II of
the MEC [20]. Whether this localized coherence extends to other layers is still
unclear. The findings suggest that during global remapping, the grid cell firing
maps realign with environment changes while remaining their intrinsic spatial

phase structure.

Space deformation had similar effects in grid cells as in place cells, with the grid
pattern in most cases stretching or shrinking to the rescaling of the arena. It
rescales with respect to the boundaries, returning to its original shape once
returned to the original arena. The grid pattern also distorts and decreases in

"gridness" at such changes.

In summary, grid cells in reaction to place cell remapping mechanisms, have
specific responses (see FIGURE 1.5 for illustration):
e Rate remapping in place cells causes no change in grid cell firing patterns.
e Global remapping in place cells causes grid cells to adjust their offset,
although spacing between grid fields remains the same.
e Space deformation results in most cases in the deformation of the grid cell
pattern to rescale in the same manner as the arena change (i.e. elongation

of the environment leads to an elongation of the grid pattern).

(18)
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FIGURE 1.5 Examples of remapping of place cell firing fields. a)
demonstrates how the place cell remaps to a different location, and
returns to its original firing activity when placed back in the original
white room. b) shows three other examples where the field remaps
(cell #1 and cell #3) and a case where the cell entirely silences its
firing activity (cell #2). Image taken from Colgin et al., 2008 [21].
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FIGURE 1.6 lllustrations depicting different types of remapping:
space deformation, rate remapping, and global remapping. Each
spate color denotes a different place cell. Space deformation leads to
the deformation of the fields in relation to the walls. Rate remapping
leads to changes in the firing rate of each field. Global remapping
leads to the place cells changing location of their firing, or entirely
silencing. When returned to the original arena, the neurons resume
their original firing patterns. Figure taken from Derdikman and
Moser, 2010 [22].
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Chemogenetic inactivation of hippocampal place cells in rats
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Introduction to DREADDs

READDs (Designer Receptors Exclusively Activated by Designer
Drugs) are a synthetic chemogenetic tool used for cellular signaling
control. They are mutant G-protein coupled receptor (GPCR) drugs
which can be activated through the pharmacologically-inert ligand clozapine N-
oxide (CNO) [23], while remaining insensitive to endogenous ligands. With this

technique, GPCR activity can be moderated in vivo noninvasively.

There are various GPCR signaling cascades that the drug acts on, including those
activated by Gq, Gi, and Gs [24]. Directed molecular evolution of the human M3
muscarinic receptor (hM3) in yeast was the method by which the first Gq
DREADD was created. Mutants of hM3 underwent multiple cycles of random
mutagenesis and were chosen for CNO-mediated agonist activity. Through this
directed evolution, they modified the receptors to favor the synthetic CNO
substrate over its natural ligand. A few key requirements were necessary of the

selected mutant receptors:

¢ Nanomolar potency for CNO.

e Lack of response to the endogenous muscarinic acetylcholine receptor

(mAchR) ligand acetylcholine.

e Low levels of constitutive activity [25].

(22)
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The goal was for the engineered receptors to react to the otherwise inert ligand
CNO, while not responding to the ligand acetylcholine. This would allow for the
precise control of the mutant receptors with no interference from the endogenous
receptor ligands. In addition, the mutants were also selected to be low in
constitutive activity so as for the mutant receptors to be relatively inactive when
expressed in vitro and in vivo [26]. This ensured that overexpression of the
receptors would not increase activity of the expressed region without controlled
injection of CNO, permitting the engineered receptors to mimic the signaling
pattern of acetylcholine-activated native muscarinic receptors with precise and

defined control.

In neurons, DREADDs acting on Gq-mediated signaling depolarizes the cell. This
enhances neuronal firing by increasing excitability of the neurons, and results in
the production of burst-like firing. Thus, DREADDs hM3Dq (Ggq-mediated) is used

as an excitatory tool to increase neuronal firing.

In a similar method, through same point mutations in the M2 and M4 muscarinic
acetylcholine receptors, DREADDs acting on Gi-mediated signaling were created.
This DREADD subtype, called hM2Di and hM4Di, unlike the Gq-preferring
DREADD, silences rather than excites the cells. Muscarinic Gi-coupled GPCRs are
able to activate G protein inwardly rectifying potassium channels (GIRKs).
DREADD hM4Di is able in a similar manner to activate GIRKs by dissociating
beta/gamma subunits, which achieves neuronal silencing [25]. In hippocampal
pyramidal neurons, this Gi-preferring DREADD induces hyperpolarization as well
as silences spontaneous and depolarization-evoked firing (see FIGURE 2.1 and 2.2

for reference).

(23)
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The hM4Di receptor was tested in cultured hippocampal neurons. In natural
hippocampal neurons, carbachol (CCh), an analog of acetylcholine, rather than
CNO induces neuronal inhibition. However, in hippocampal neuron culture
expressing the hM4D receptor, CNO induced neuronal hyperpolarization.
Inhibition of the neurons mediated by CCh through the native receptors was not
affected by the expression of these engineered receptors in the neurons. This
shows that the expression of these receptors does not alter natural functioning of
the cells. Thus, without disrupting resting membrane potential of untreated
neurons infected with DREADDs, CNO was able to prevent excitation of the
cultured hippocampal neurons. The ability to directly and precisely control the
firing activity of hippocampal neurons with this biologically-engineered means is

demonstrated through these studies.

The activity of neurons rises in a dose-dependent manner with the injection of
CNO. Onset starts at around ten minutes post-CNO injection and peaks around 45
minutes [27], although this is dependent on the neuronal population in which the
DREADDs is expressed. The offset is on the order of hours. The receptors are
expressed via viral delivery methods, where an AAV (adeno-associated virus) is
loaded with the DREADD gene and a promoter region that are then expressed into

the region of interest.

We would like to implement this cellular signaling control drug in active,
behaving animals. This chemogenetic tool is a highly appealing candidate for the

direction we would like to go for several reasons, including:
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Permits spatial and temporal experimental manipulation of neuronal
firing.
No apparent effects on the morphology, electrophysiological parameters of

neuronal health.

Noninvasiveness, thus permitting behavioral testing in awake, active

animals.

Reversible effects, allowing us the opportunity to investigate effects after

recovery.
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FIGURE 2.1 /llustration of how the concept of DREADDs works. (a)
illustrates how within a theoretical system endogenous ligands
(information) act on endogenous receptors (integration). (b) depicts
an agonist-modulated system, where agonists act on the
endogenous receptors to inactivate and manipulate regular
neuronal activity, thereby modulating information and integration of
reqgular signaling. (c) represents the DREADD-modulated system,
which allows endogenous ligands to act undisrupted on endogenous
receptors, without having any effect on the DREADD receptor, while
CNO acts on the DREADD receptor, while being inert to the
endogenous receptors. Thus, allowing for incoming information to
remain intact, but modulating the integration. Image taken from

Farrell, 2011 [28].
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FIGURE 2.2 /llustration of the mechanism by which DREADDs hM4Di
receptors work. They act on G protein-coupled inwardly rectifying
potassium channels (GIRKs) through dissociation of G beta/gamma
subunits. This induces hyperpolarization, and thus inhibition. Image
modified from Pollock et al., 2014 [29].
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Research goals

ur motivation for this research was primarily a technical one. We
wanted to check that DREADDs does in fact operate as it should in
vivo in awake, behaving rats. We hoped to observe the specific effects
of the drug, including time of onset, strength of effect, and recovery of neuronal
firing. Majority of previous studies using this tool applied it to cultured brain
slices or to anesthetized animals, although few have used it on behaving animals,
mostly mice [30-32]. We hoped to expand on the methods and understanding of

this technique by studying its effect on hippocampal cells in behaving rats.

(26)
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Some studies have applied DREADDs in vivo in studying behaving animals. One
group has demonstrated that neuronal activity can be remotely controlled
through these evolved G protein-coupled receptors in mice [26]. It's been further
used to show behavioral and physiological differences in memory with the
manipulation of neuronal signaling using this tool, including enhancing memory
[30], disrupting consolidation of fear memory [31], and generating a synthetic

memory [32]. These studies have focused on using mice as the choice of model.

We wanted to expand on the understanding of this chemogenetic approach as a
tool by applying it to rats. In addition to confirming its efficiency and examining
the details of its effects, we also wanted to examine recovery and how the drug

affected the firing activity after the effects were washed out of the system.

Specifically, we wanted to see how place cell fields were affected after resuming
their natural firing patterns. Would the fields return to the same location as
before injection of the ligand CNO and activation of the engineered receptors, or
would they remap to another location? Remapping to a new location is a way for
place cells to signify novelty or change of an arena. The question is a significant
one as it sheds light on just how reversible the effects of DREADDs actually are, as
well as investigates how stable the firing fields of hippocampal place cells tend to

be.

Thus, the goals of our research include:

¢ Confirm that the inhibitory DREADD is able to silence hippocampal cells in

vivo in awake, behaving rats.
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e Test whether place cell firing fields before activation of DREADDs and after
recovery remained in their same locations or if they remapped.
e Examine if the neuron's firing rate had any change before DREADD

activation and after DREADD recovery.

This will allow us to test the limitations of the chemogenetic technique of
silencing neurons, as well as reveal the stability of hippocampal firing fields when

manipulated with such pharmacogenetic tools.

Chapter [2.3]

Materials and Methods

{2.3.i} Subjects

Experiments were conducted on five male Long-Evans rats of at least 3 months of
age. Animals were housed in the Animal Facility of the Technion Faculty of
Medicine in single-housed, transparent cages filled with sawdust where they were

maintained on a 12 hour light/dark cycle.

Three of the rats were used for electrophsiological analysis and histology, while
the other two were used solely for histology. Rats that undergone intracranial
viral injection surgery without the implantation of an electrode microdrive
received food and water ad libitum. Rats used for behavioral testing and
electrophysiological recordings were on a food-restricted diet where they were

kept at 85% of their natural weight.
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All procedures involving animals were conducted in compliance with the

institutional guidelines of the Technion Animal Facility.

{2.3.ii} AAV viral construct

The DREADDs AAV virus was purchased from Bryan Roth's Lab at North Carolina
University. The inhibitory AAV-hSyn-hM4D(Gi)-mCherry and AAV-CaMKlla-

hM3D(Gi)-mCherry were used.

In order to avoid repeated freeze-thaw cycles, the virus was pipetted from the
manufacture's vial into smaller working aliquots in a Class Il Biosafety Cabinet

and stored in a -80 °C freezer.

{2.3.iii} Intracranial viral injection surgery

Animals were anesthetized in an induction cage at 5% isoflurane, and then
transferred to a rodent stereotaxic apparatus, where they were head-fixed with
ear bars. Isoflurane was gradually decreased to around 2%, while checking for
reflexes. An incision was made to expose the skull, and a hole was drilled above
the site of the hippocampus, at coordinates relative to Bregma: 2 mm lateral and 3
mm posterior. Once dura was exposed, a duratomy was performed (see FIGURE

2.3 for illustration).

An AAV viral construct containing DREADDs was delivered with a 5-ml Hamilton
syringe that was held in a Quissential Stereotactic Injector (QSI). The virus was

injected at between 0.03 and 0.06 pl/second, at depth 2 um, with the amount

(29)




Chapter [2.3] Materials and Methods

injected ranging from 0.5 to 1.5 pl. The syringe was left in place for about 10 min

before and after every injection to limit diffusion into the track of injection.

After injection, the skin was sutured. Animals were removed from the apparatus
and monitored for full recovery. Antibiotic injections were administered daily for

three days after surgery to facilitate recovery.

{2.3.iv} Histological analysis

Rats were perfused between 3 to 8 weeks after the intracranial injection of the
DREADDs viral construct in order to allow receptor translation and trafficking.
They were heavily anaesthetized with Pental and then perfused intracardially
with saline, heated to body temperature, followed by a 10% formalin solution,
used for fixation. Brains were removed from the skull and post-fixed in 10%
formalin for at least 2 days. They were then transferred to PBS for about 24 hours,
and then cyroprotected in a 10% sucrose solution for another couple of days. The

brain was then frozen using liquid nitrogen and isopentane.

After, the brain was coronally sliced at 40-70 um using a cryostat and each section
mounted onto a glass microscope slide. Slides were then mounted with DAPI-

infused mounting medium and a coverslip was applied.

Some brain slice slides were additionally stained with Alexa 568 antibody.

High resolution images were acquired using a confocal laser-scanning microscope

(LSM 510).
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{2.3.v} DREADDs injection and microdrive implantation

Anesthetized rats were placed in a rodent stereotaxic apparatus and the
DREADDs viral construct intracranial injection was performed as detailed in
[Section 2.3.iii] above. The virus was injected at two or three depths (in mm): 2.1,

2.7,and 3.5, at a rate of 0.06 pl/second.

After injection of the virus, a microdrive was implanted above the area of injection
and secured with skull screws and dental acrylic. The anterior most skull screw

was used as a ground electrode.

The microdrive contained four tetrodes. Each tetrode was constructed by twisting
together four strands of platinum wire. The tetrodes were threaded through a

steel cannula, which connected to the ground screw acting as an animal ground.

FIGURE 2.3 An illustration of the stereotactic apparatus used for the
viral intracranial injection and the microdrive electrode
implantation. The apparatus allowed for precise identification of the
necessary coordinates, using Bregma as reference. Image taken
from Clodrosome webpage on animal injections [33].
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{2.3.vi} Electrophysiological analysis

After a week for recovery, rats were trained to forage for food rewards in an
environment. The environment was a 100-by-100 cm square arena. Electrodes
were lowered slowly by 50-100 pm until the first hippocampal place cells could

be detected.

Once place cells were obtained, given that it was a minimum 30 days after
intracranial surgery to allow for expression of the virus, rats were administered

CNO. Neurons were then recorded from at specific time intervals.

All injections were intraperitoneal (IP). CNO was dissolved in dimethylsulfoxide
(DMSO) and then diluted in 0.9% saline solution. X (amount) was injected for

each rat.

Recording sessions were composed of 30-40 minute explorations of the arena.
There were about four recording sessions for each place cell silencing
experiment: before CNO injection session, an hour after injection session, two
hours after session, and the recovery session. The arena was cleaned with soap

and water in between all sessions.

A Neuralynx Cheetah recording system was used to acquire the single unit and

positional data. See FIGURE 2.4 for a simplified illustration of the set-up.

Neuronal units were analyzed using Matlab (MathWorks) and Neuralynx.
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Spike plot of a CA1 place field
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FIGURE 2.4 An illustration of the electrophysiology recording set-up.
The rat runs around the arena, with LED headlights connected to the
drive implanted at his skull. The camera records from above, with
the LED headlights allowing for head direction and rat position
tracking. Information on the neuronal activity is sent to the
recording system. Thus, we are able to visualize spike activity
emitted from CA1 pyramidal cells overlapped with the position of the
animal in order to detect spatially-modulated neuronal activity.
Image modified from Jeffery lab, UCL [34].
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Results

{2.4.i} Histology

Histology was performed to ensure that the virus was indeed expressed in the
region of interest. Below are images captured with a Confocal LSM 700
microscope. Images visualize that the pyramidal neurons within the hippocampus
were indeed expressed with the DREADDs receptor, delivered through an AAV

viral construct (see FIGURE 2.5-2.8 for images).
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While the expression in the hippocampus was indeed within the pyramidal cell
layer (reference FIGURE 2.7), the expression in the DG was actually most
prominent outside of the main granule cell layer (FIGURE 2.6). The virus was

expressed in the interneurons.

Most images below show native mCherry florescence, although some were

additionally stained with Alexa 568 for more vivid expression.

FIGURE 2.5 Merged image showing co-localization of DAPI stained
cell nuclei and native virus mCherry florescence. Pyramidal neurons
in the CA1 area of the hippocampus. Taken with a 25x objective.

FIGURE 2.6 Left image shows close up view of hippocampal cells
loaded with Alexa 568. Center image shows same view with DAPI
staining, outlining cell nuclei. Right image is merged image. Scale
bar shown is 50 micrometers. All images were taken with a 25x
objective and with the same parameters.
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FIGURE 2.7 Right most image shows the dentate gyrus region of the
hippocampus with native mCherry florescence. Center shows the
same image with DAPI staining, visualizing cell nuclei. Right most
image is the merged images of DAPI staining and native mCherry
florescence of the DREADDs virus expression. Viral construct with
hSyn promoter used here. Scale bar is at 100 micrometers. All
images were taken with a 25x objective and with the same
parameters.

FIGURE 2.8 Left images shows CA1 region of the hippocampus with
native mCherry florescence. Center image shows DAPI staining of
same image. Left image is merged image of DAPI staining and
mCherry florescence. All images were taken with a 25x objective and
with the same parameters.
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{2.4.ii} Electrophysiology

Three rats undergone surgery implanting an electrode microdrive within the CA1
region of the hippocampus. After recovery, they were trained to forage an open
arena while the electrodes were lowered until detection of place cells. The cells
were then recorded at different timestamps of CNO injection. The experiment
yielded thirteen cells (eight place cells and five non-place cells), which were

examined for this study.

Place cells were indeed silenced to some degree with the administration of CNO
after DREADDs expression in the hippocampal brain region. All the cells strongly
diminished their firing rate. The results appear to show rate remapping after

DREADDs activation. TABLE 2.1 summarizes the cells recorded in the study.

Recovery of the effect, in half of the cases resulted in the place field remapping to
another location, while in the other half it returned to the same place and firing

rate.

In order to confirm that the cells remapping were indeed the same cells as the
original recorded, we made examined the spike shape and cluster forms during
spike sorting. FIGURES 2.12-2.14 plot the spike waveforms and other properties

of the spike shape for the cells that remapped.

In addition to some cases remapping, the firing rate appears to vary after
recovery from before injection of the ligand. On average, it varies around 43.34%
of the original firing rate, both for the peak rate and the overall rate. This

variation manifests as both decrease and increase of the original pre-injection

(36)




Chapter [2.4] Results

firing rate compared to the recovery rate. FIGURE 2.10 and 2.11 plot the peak
firing rate and the overall firing rate, respectively, before CNO injection, during
activation of DREADDs, and after recovery. TABLE 2.1 and 2.2 also details the

values.

TABLE 2.3 details the information of the non-place cells recorded, which show
similar kinetics to place cells. The cells had varying effects, with some sharply
decreasing their firing and some only minimally diminishing. The cells decreased
their firing from a range of 15 to 90 percent of the original firing rate. This strong

variation in the effect of DREADDs was similarly exhibited between all rats.

The effect of inactivation peaked in most cases around after 120 minutes, for both

peak rate and overall rate.

After around five to six hours, the activity started to recover. Full recovery

regained after at least seven hours.

The fact that recovery of CNO lead in some cases to global remapping, or rate
remapping, shows that manipulation of place cell neuronal activity through
pharmacogenetic means has an effect both on firing rate as well as location of its

firing field after recovery of system from the drug.
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Date: 22.01
T3Cl
Pre-inj. of CNO 30 mins post-inj. 120 mins post-inj. recovery from CNO

7.29 9.21

7.29 7.29

Date: 02.02
TicC2
Pre-inj. of CNO 30 mins post-inj. 120 mins post-inj.  recovery from CNO
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Date: 02.02
T3C1
Pre-inj. of CNO 30 mins post-inj. 120 mins post-inj. recovery from CNO

Date: 02.02
T3C3
Pre-inj. of CNO 30 mins post-inj. 120 mins post-inj. recovery from CNO

4.54

4.95 4.95 4.95
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Date: 02.02
T3C3
Pre-inj. of CNO 90 mins post-inj. 140 mins post-inj. recovery from CNO

Date: 02.02
T3C3

Pre-inj. of CNO 90 mins post-inj. recavery from CNO

FIGURE 2.9 Spike plots and rate maps of cell activity before and after
CNO injection. Values above figures detail the colorbar max value,
where red signifies large and blue low values. Middle row maximum
firing rate displayed is normalized to the session, while last row is
normalized to the first session (before CNO injection).
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TABLE 2.1: Recorded Place Cells used for DREADDs analysis [peak rate]

Cellno. DateT/C Pre-injection 120-140 mins Recovery rate
firing rate (Hz) post-inj. rate (Hz) (Hz)

1 22.01 T3C1 7.28 1.08 9.21

2 02.02 T1C1 6.36 5.26 5.53

3 02.02 T1C2 2.24 1.61 2.18

4 02.02 T2C1 1.93 0.98 1.10

5 02.02 T3C1 6.95 2.00 7.50

6 02.02 T3C3 4.95 3.33 9.37

7 09.02 T3C1 3.63 0.56 3.99

8 09.02 T3C2 2.69 1.13 5.63

TABLE 2.2: Recorded Place Cells used for DREADDs analysis [overall rate]

Cellno. DateT/C Pre-injection 120-140 mins  Recovery rate
firing rate (Hz) post-inj. rate (Hz) (Hz)

1 22.01 T3C1 1.90 0.08 1.36

2 02.02 T1C1 1.05 0.70 0.89

3 02.02 T1C2 0.44 0.40 0.47

4 02.02 T2C1 0.67 0.41 0.40

5 02.02 T3C1 0.92 0.16 0.50

6 02.02 T3C3 1.37 1.53 0.58

7 09.02 T3C1 0.62 0.12 0.61

8 09.02 T3C2 0.53 0.27 1.80

TABLE 2.3: Non-Place Cells used for DREADDs analysis [peak rate]

Cellno. DateT/C Pre-injection 120-180 mins  Recovery rate
firing rate (Hz) post-inj. rate (Hz) (Hz)

9 18.05 T2C1 14.04 2.53 N/A

10 18.05 T3C1 27.27 6.37 N/A

11 18.05 T3C2 3.44 1.37 N/A

12 23.06 T2C1 10.52 9.5 N/A

13 23.06 T3C1 10.20 1.96 N/A
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PEAK FIRING RATES OF DREADDS
ELECTROPHYSIOLOGICAL ANALYSIS [peak rate]
10 T T T

—

O | | |
pre-irjection post-injection post-recovery

FIGURE 2.10 The peak firing rates of the place cells before injection
of CNO, after injection of CNO, and after recovery from CNO. It can
be seen that the peak firing rates drop after injection of the ligand,
and then spike again after recovery. The rates after recovery,
however, do not return to the same exact values as the original
firing rates, and sometimes increase or decrease their firing.
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ELECTROPHYSIOLOGICAL ANALYSIS [overall rate]

———

pre-injection

post-injection

post-recovery

FIGURE 2.11 The overall firing rates of the place cells at the three
different time-stamps (before CNO injection, after CNO injection,

and after recovery from CNO). As seen above with the peak firing

rates, the overall rates also decrease drastically post-injection, and

then recover their firing activity.
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(00 Height 000 31 I 3 HIT) 3 (00 Height 00 0 31 I02) Height 220 31

Y(0) Height 000 31

FIGURE 2.12 Spike shapes from the cell recorded on 22.01.15 and
23.01.15 (T3C1). Left images are before CNO injection, while right
images are after recovery from CNO. Top shows the spike shapes,
middle shows the 2D cluster plot, and bottom plots the IS/
histogram. As can be seen, the spikes shapes and properties of the
spike shape are similar. This provides evidence that the cell is the
same cell, despite having remapped after recovery.

(45)




Chapter [2.4] Results
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FIGURE 2.13 Spike shapes from the cell recorded on 02.02.15 and
03.02.15 (T1C2). Left images are before CNO injection, while right
images are after recovery from CNO. Top shows the spike shapes,
middle shows the 2D cluster plot, and bottom plots the IS/
histogram. As can be seen, the spikes shapes and properties of the
spike shape are similar. This provides evidence that the cell is the
same cell, despite having remapped after recovery.
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(0] Height 0 0 0 31 F(2) Height 2 20 31 HI(3) 303 i) Height 000 31 Z(2) Height 220 31

FIGURE 2.14 Spike shapes from the cell recorded on 02.02.15 and
03.02.15 (T3C1). Left images are before CNO injection, while right
images are after recovery from CNO. Top shows the spike shapes,
middle shows the 2D cluster plot, and bottom plots the IS/
histogram. As can be seen, the spikes shapes and properties of the
spike shape are similar. This provides evidence that the cell is the
same cell, despite having remapped after recovery.
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FIGURE 2.15 Spike shapes from the cell recorded on 02.02.15 and
03.02.15 (T3C3). Left images are before CNO injection, while right
images are after recovery from CNO. Top shows the spike shapes,
middle shows the 2D cluster plot, and bottom plots the IS/
histogram. As can be seen, the spikes shapes and properties of the
spike shape are similar. This provides evidence that the cell is the
same cell, despite having remapped after recovery.
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Our results revealed that the use of DREADDs and CNO injection in many cases led
to global and rate remapping, signifying changes in the functional properties of
the neurons. These results can also be observed in a study by the Moser group
which investigates place cell remapping after MEC inactivation, using both
optogenetic and pharmacogenetic approaches [35]. When optogenetics was
utilized to partially inactivate the MEC region, place cell firing activity returned to
its original firing after laser simulation. However, the same recovery could not be
seen when using DREADDs to do the same experimental procedure. Place cells
remapped, and 12 hours after CNO injection did not return to their original firing
activity. This suggests that recovery is less reliable using DREADDs as compared

to other methods.

hMA4D mice with CNO ArchT mice with laser
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FIGURE 2.16 Population vector correlations of 10 laps before, 10
laps during, and 10 laps after partial MEC inactivation. With ArchT
mice and laser inactivation, the correlation is high between the
baseline and the after laser firing activity (C). In the CNO group, the
correlation is low between the baseline and 12 hours after CNO
injection (A). This suggests that recovery is less reliable with
DREADDs.(B,D) are controls showing no clear difference in the PV
correlations among the three different cases. Image taken from
Miao et al., 2015 [35].
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{2.4.iii} Post-recording histology

After recording from the rat, we performed a perfusion and extraction of the
brain, which was then sliced and DAPI stained for further analysis. Histology was
performed to examine the florescence and track of the electrodes. Below are
images captured with a Confocal LSM 700 microscope. Images show different
regions of the hippocampus (CA1, CA3, and the dentate gyrus) which were all

expressed with the virus (See FIGURES 2.17-2.20).

The expression visible from the images is the native mCherry florescence of the

viral construct containing DREADDs.

FIGURE 2.17 Hippocampal cells in CA1 region. Left image shows
native mCherry fluorescence of the viral construct containing
DREADDs. Center image shows DAPI staining. Right image is merged
image. Taken with a 20x objective.
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FIGURE 2.18 Left image shows close up view of hippocampal cells in
the CA3 region with the viral construct's native mCherry florescence.
Center image shows same view with DAPI staining, outlining cell
nuclei. Right image is merged image. Scale bar shown is 50
micrometers. All images were taken with a 20x objective and with
the same parameters.

FIGURE 2.19 Hippocampal cells in the dentate gyrus (DG) region.
Left image shows native mCherry fluorescence of the viral construct
containing DREADDs. Center image shows DAPI staining. Right
image is merged image. Taken with a 20x objective.

FIGURE 2.20 Hippocampal cells in CA1 region. Left image shows
native mCherry fluorescence of the viral construct containing
DREADDs. Center image shows DAPI staining. Right image is merged
image. Taken with a 20x objective.
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Discussion

READDs is a good tool for application in the neurosciences for a
diverse number of reasons. It allows for manipulation of neuronal
firing without disrupting regular neuronal functioning. It also
permits for behavior to be turned "on" and "off" without any permanent damage
to the system. For these reasons, it's a good candidate for studying both behavior

and electrophysiology in behaving animals.

We hoped to observe the specific effects of the drug, including time of onset,
strength of effect, and recovery of neuronal firing. In addition, we also hoped to
observe the effect recovery had on place cell firing field stability. We found that
onset of drug effect usually peaked at around 120-180 minutes, while full

recovery was reached at around seven hours after CNO injection.

We have showed here that DREADDs is able to diminish firing in hippocampal
place cells in awake, behaving rats. In most cases, however, it was shown that it
was not a full inactivation, rather only partial silencing. In addition, recovery of
the drug in some cases led to strong difference in the firing rate as compared to
the original firing activity. Also, examples showed cases of global remapping after

recovery. This suggests that DREADDs may lead to instability of place cell firing.

We made sure to confirm in cases where the field remapped that it was indeed the
same cell, through examination of the spike shape, and that it was not a case of the

electrodes picking up another cell.
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Overall, we have succeeded in answering the main questions we had set out to
test. We have shown that DREADDs does work in rats and that DREADDs is able to
inactivate place cells. We also showed that this inactivation may result in
instability of the cell, even after recovery. These findings are significant as they
have strong implications for studies in which cell stability is imperative for the
research. When stability of neuronal firing activity is essential for the task, it may

be that DREADDs will not be the best approach to use.

In addition to DREADDs, other types of pharmacogenetic drugs used for place cell
inactivation include lidocaine and muscimol. Muscimol works by acting as an
agonist to the GABA-a receptor and leads to an almost complete reduction of
firing rate. Lidocaine, a local anesthetic, by contrast, only results in a partial
inactivation, and does not lead to complete diminishment of firing [36]. Lidocaine
has a faster recovery time though and thus may be used when a full inactivation is

unnecessary and a faster recovery time is preferred.

However, for both lidocaine and muscimol, once the drugs are administered, these
agonist-modulated methods lead to both information modulation as well as
integration modulation. By contrast, ligands acting on DREADD receptors leave
the endogenous receptors unaltered, allowing for the incoming neuronal

information to remain unchanged.

Additionally, an advantage of DREADDs is its non-invasiveness. Muscimol and
lidocaine both require intracranial injections, and thus are less appealing
candidates when used for behaving animals. DREADDs is activated through an IP

injection, a less invasive means.
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All methods are reversible with the neurons resuming their natural firing
patterns after recovery. However, despite the reversible effects of DREADDs, we
have shown here that the manipulation of neuronal firing doesn't leave the place
cells completely unaltered after recovery. The firing fields of the place cells in
some cases don't return to the same location. Since remapping is usually a way of
signifying change to the animal, this effect after recovery of the DREADDs may

imply that the animal's memory has been affected by the drug.

An interesting follow-up of this study will be to see if behavioral effects that
correspond to the remapping of place cells would also be seen after recovery. If
memory will also be compromised in the rat with the remapping of place cell
firing fields, this will further cement the link between the spatially-modulated

cells and their strong foundation in memory.

The application of this tool has promising potential for the study of memory in
particular, as it provides a clear method by which to do so. While the instability
sometimes visible with use of DREADDs may hinder its use in experiments that
require strict stability, it may be beneficial in this specific area of study. Place cells
have tools that allow them to be silenced or to be excited. DREADDs may
additionally permit another property of the cells to be studied, by observation of
the effect of remapping in cases where remapping should not occur. This is
something that is more difficult to test since remapping usually requires a change
in environment. Investigating the effects of remapping when no change occurs has
the potential to reveal new information about place cells, memory, and the brain

in general.
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In summary, our research has found that DREADDs does indeed lead to
deactivation of hippocampal place cells. Recovery of the cells has also been
shown. However, we saw that this recovery lead to changes in the location of

place cell firing.

These changes may have strong implications about the effects of DREADDs, as
well as on the stability of place cells, which is compromised with the
administration of the drug. The findings leave us with a gain in knowledge on both
the details of the pharmacogenetic application, as well as additional information

on place cell functioning.
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Part 11

Evidence for a pivot field in grid cell firing patterns

"A sense of place results gradually and unconsciously from inhabiting a landscape over time, becoming

familiar with its physical properties, accruing history within its confines." — Kent Rydon

(55)
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Chapter [3.1]

Introduction to overdispersion

hile the firing fields of place cells and grid cells tend to be
spatially stable, discharging whenever the rat enters the
location of the firing field and silent outside of it, the rate of
firing exhibits more variability than normally expected. This variability is referred
to as "overdispersion.”" Overdispersion dictates that with each pass through a
field, the neuron fires with more unpredictability than expected purely by its

spatial firing rate distribution.

This phenomenon was addressed in a few studies, which found that place cell
fields display significantly different rates with every pass [37-39]. The
overdispersion reveals that place cells relay more information than purely spatial.
Studies looking into this phenomenon observed that the rat's attention state plays
a role in this firing variability, reflecting alternations from local arena-based cued

attention to more global room-based attention [40].

Researchers examined CA1l place cells and investigated whether the type of
attention necessary for the task would lead to changes in firing overdispersion.
They found that discharge fluctuations strongly decreased when the animals used
only distal room-based cues to navigate [38]. The place cell code thus reflects not

just space and location, but relays additional information.

The case with grid cells, which have not been investigated much in this respect, is

less clear. As these cells have multiple firing fields, it would be of interest to
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observe the variability among these fields, as well as the variability among each

pass through a field.

Chapter [3.2]

Research goals

ere we wanted to expand on these studies of overdispersion and
variability of firing by extending this research towards grid cells.
While the phenomenon of overdispersion was studied somewhat in

respect to place cells, grid cells' firing activity variability is less understood.

Our research asked if this overdispersion was also seen within grid cells, and if
each pass of a grid cell field exhibited more variability than would be expected by
chance. In addition, we examined whether there was larger variability in the firing
rate between all the fields of an individual grid cell and if some firing fields had

larger firing rates than the rest.

In brief, we were asking three main questions:
e I[sthere overdispersion between individual passes through firing fields?

e I[s there strong variability in firing rate between the firing fields of

individual grid cells?

e If so, what does it reveal about the mechanism of grid cells and the

formation of their fields?
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Investigating the variability and overdispersion of grid cells has the potential to
provide interesting implications on the mechanism and formation of their highly
specific firing pattern. The details of grid cell neuronal activity design may further

expose hidden facts about the construction and the very foundation of memory.

Chapter [3.3]

Analysis methods

“Grid cells have attracted attention because the crystal-like structure
underlying their firing fields is not, like in sensory systems, imported from

the outside world, but is created within the brain itself."

— M.B. Moser and E.I. Moser, Crystals of the brain [13]

e used a diverse set of grid cells from multiple recordings and
sessions compiled from Bonnevie et al., 2013, Derdikman et al,,
2012, and Sargolini et al, 2006 [41-43]. Each grid cell received a
gridness score that measures the strength of spatial periodicity, and a head-
directionality (HD) Rayleigh score that measures how tuned the cell is to head

direction.

A firing rate map was produced by partitioning the arena into bins and taking the
number of spikes that fired per bin divided by time spent within the bin to
calculate the predicted firing rate at each point within the environment. A bin size
of 3-by-3cm was used. The rate map was then smoothed by a two-dimensional

convolution of a Gaussian function of a standard deviation of sigma size 1.5 cm.

(58)




Chapter [3.3] Analysis methods

A gridness score was calculated by taking the correlations of rotational symmetry
[42]. This was done by using the spatial autocorrelation maps of each rate map
and then comparing it to centered rotated versions of itself at 30° intervals. The
gridness score was then defined as the minimum of the higher correlation of the
60° and 120° rotation (Acorrgge, Acorry,ge) subtracted by the maximum of the
lower correlation of the 30° 90° and 150° rotations (Acorrsge, Acorrgye,

Acorrysge) -

Gridness score = min(Acorrgge, ACOTT1200) —
max(Acorrsge, Acorryge, ACOTT 500)
(eq.3.1)
A HD Rayleigh score describes the strength of neuron's head-directionality
modulation. It is calculated by plotting the polar plot of the firing responses in
relation to head direction. The length of the mean vector (Rayleigh vector) is then

taken for the total circular distribution of firing rates.

Only grid cells with a gridness score of above 0.3 and a HD Rayleigh score of less

than 0.25 were used for analysis.

Using the rate mat and autocorrelation maps of the cells, the place fields were
located finding the centers of firing from the rate map. The place field radius was
calculated using 65 percent of half the distance between the center point of the

rate map spatial autocorrelation map and the next closest field center peak. In
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addition, we calculated the number of place fields, the peak firing rate of each

field?, the module, and the grid orientation.

The grid orientation is obtained by taking the angles between the center point of
the autocorrelation map and each of the six closest points that form the hexagonal

array. The grid orientation is then defined as the smallest of the six angles.

In addition to parameters such as phase and shift, the spacing and orientation of
grid cells allow them to be defined by a particular module. It has been found that
grid cells are organized into discrete modules with specific spacing values, as
opposed to continuous values as expectedly seen in other sensory systems. The
spacing of grid cells is organized within the layers of the entorhinal cortex with

discretized step-like increases in grid scaled along the dorsoventral axis [44].

In our analysis, we started by extracting these different parameters for each grid
cell in our set. We created a "field map," by simplifying the rate mat into place
fields visualized by peak firing rate (using the same color map typical of rate
maps, with red representing high firing rate, and blue representing low rates). We
also plotted the firing rate of each field in increasing order, and used it to find the
variability, Fano factor, and coefficient of variance between the firing fields of

each cell.

1 The peak firing rate was chosen for the analysis as opposed to the mean in order to ensure no
potential artifacts would arise from the fields located near the borders, whose centers might be
located beyond the boundaries of the arena. Also the mean firing rate is dependent on how the
place field size is defined, an issue that is resolved by using the peak rate.
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EXTRACTION OF INDIVIDUAL GRID CELL PROPERTIES
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FIGURE 3.1 The different parameters examined in our analysis for
each cell. (a) Depiction of the trajectory of the rat (black line) with
the spikes represented in red. The red dots representing the spikes
form a hexagonal array spanning the arena. (b) Rate map
representation of the firing. Maximum firing rate is detailed above.
Color map is standard used (red representing higher values, and blue
representing lower). (c) Field peak rate figure shows the peak firing
rate of each field, with same color map used as in the rate. (d) the
autocorrelation map of the rate map, with the module overlaid on
top. (e) Sorted firing fields plot visualizes the peak firing rates
calculated using the rate map. The firing rates of each field are
plotted in increasing order, with the Fano factor detailed in the title.
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TABLE 3.1: Cells used in variability study

Study Total Cells passing Grid cells Remaining
number gridness passing HD  cells with at
of cells criterion criterion and least 8 firing
recorded in fields
square arena
Sargolini et 620 111 30 17
al,, 2006
Derdikman 121 55 50 30
etal, 2009
Bonnevie et 195 100 83 39
al,, 2013
Total: 936 266 163 86
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Variability between grid cell firing fields

{3.4.i} High variability visible between grid fields

Grid cells have multiple firing fields, organized in a hexagonal pattern spanning
the entire environment [19]. These fields are equidistanced and similar in size,
and generally considered to be uniform in amplitude [20]. Here we set out to test
to what extent the fields are indeed uniform. A set of grid cells compiled from
Bonnevie et al. [45], Derdikman et al. [46], and Sargolini et al. [42] were analyzed.
These data sets contained entorhinal grid cell recordings of rats foraging in open
field arenas, with the position of the animal and the firing activity recorded
simultaneously. We were interested in examining the spatial firing patterns in

order to extract the variability present among the fields of individual cells.

Since large variability in firing rates may arise from conjunctive grid x HD cells,
which in addition to exhibiting typical grid firing pattern are also tuned to a given
head direction [42], we eliminated such cells from the study. Only cells with a low
head-direction Rayleigh score (less than 0.25) and a high enough gridness score
(greater than 0.3), that were recorded in square arenas, were included. Because
we were interested in inter-field variability, cells chosen for the study were
further screened to include only those with at least eight firing fields. In total, out
of 743 cells in the study, 86 remained for analysis. We found that there is larger-
than-expected variability present between field firing rates derived from

smoothed grid cell rate maps.
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Indeed, the majority of our grid cells possessed a Fano factor (variance over
mean) larger than 1, indicating a larger variance than expected from a Poisson

distribution (75.6% of cells, N=65/86; mean value of 3.35£0.40, FIGURE 3.2).

{3.4.ii} High variability result of mainly one firing field

We further looked at the distribution of this variability in single examples. The
large variability was in many cases due to a single strongly-firing field, while the
rest of the fields were much more uniform. This is visibly seen in FIGURE 3.3,
which shows examples of plots displaying the firing rates of the fields organized

in increasing order.

To further ensure that the effect was not due to an artifact of the analysis, we
simulated grid cells. The analysis was repeated using simulated spike trains on
the same rat trajectories. Simulated spikes trains were produced for each grid cell
by using a generated rate map that had the firing field centers at the same
locations and had a mean firing rate similar to the original rate map of the cell
(see FIGURE 3.4 for examples). Using this contrived rate map, the real rat
trajectories were used to simulate spike trains using a Poisson distribution given
the rate map probabilities. The analysis was then run again with the simulated

spike trains and the results compared to the actual results from the original data.

The median Fano factor (variance over mean) observed from the set was shown
to be significant when plotted against the distribution of the simulated data: The
real value was larger than 500 out of 500 simulated runs (FIGURE 3.5). This
pattern suggests that one field might have a specific function to the grid cell that

results in it exhibiting a larger firing rate than the rest.
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{3.4.iii} Maximum-firing fields fall near border

Since the large variability was observed to be mainly the result of a single
maximum-firing field, we looked at the location of this field and examined
whether there was a higher propensity for the field to manifest in certain places
within the environment. We found that many of the grid cells had their maximum-
firing field near the border of the arena, with "near-border" defined as less than
0.1 normalized distance from the wall (66.28% <0.1, mean value at 0.085+0.016
from border; FIGURE 3.6-3.8). The result did not change when changing the near-

border threshold to 0.05 or 0.15 (reference to Appendix II).

The normalized distance of the hyperfield from the arena boundary is also
negatively correlated with the firing rate of the hyperfield compared to the mean

of the entire set of fields for each grid cell (see FIGURE 3.9).

For statistical evaluation, we shuffled the data to test the probability of this
occurring by chance. The shuffling procedure had the peak firing rates randomly
mixed among the different fields for each individual grid cell so that each field
rate was assigned a different firing field. The number of cells with the distances of
the maximum firing field close to from the border (defined as less than 0.1 of the
normalized distance from the boundary) was counted for each shuffle procedure

and compared to the actual data result.

We found that in the original data the number of cells with a maximum firing-field
near the border (N=57 out of 86) was higher than in 1000 out of 1000 shuffles

(FIGURE 3.10). This effect was observed to also be significant against the
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simulated-data distribution, where the real result was higher than 500 out of 500

simulations (FIGURE 3.11).

We concluded from this part that the large variability observed between different
firing fields of a single grid cell was mostly due to one strong field, which tended
to be located near the boundary of the arena. We termed this field the ‘hyperfield’
(we note here that we use this term without any functional implications at this
stage, just to denote the phenomenological property). We next tried to determine

what the source of this strong field is.

This result may be due to:
e Precision?

e Anchor point?

Since the borders provide clues to the exact location to the animal more precisely
than the center of the arena does, the higher firing rates may be due to less drift
and less error accumulation [47]. To test whether this was the case, we looked at
the fields located near the borders compared to central fields. We wanted to
examine whether this effect encompasses other border fields aside from just the

maximum-firing field.

We conjectured that this tendency of the maximum-firing field to be found near
the border of the arena might be due to border-located fields firing more strongly
in general compared to center-located fields, which could occur if, for example,
conjunctive grid-cells X border-cells exist in the cell population [15]. In order to
investigate whether this border-effect would extend to other fields as well as the

maximum-firing field, we examined the second-maximum firing field, to see if it
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also exhibited the same tendency to remain near the boundaries of the
environment. If the effect was due to border-located fields firing higher in general,
the second-maximum firing field should have also displayed a higher tendency to
manifest near the borders. We found that the number of cells with second-
maximum-firing fields located near the borders was not significantly more than
expected from shuffle procedures (result was worse than 180 shuffles out of
1000; FIGURE 3.12). We concluded that the border preference was specific to the

hyperfield, and did not extend to the second-maximum firing field.

Next we compared the mean firing rate of border-located fields versus center-
located fields. We wanted to see whether there was a trend for the average firing
rate of border-located fields to be higher than for the center-located ones. The
analysis demonstrated that contrary to expectation, the mean firing rate of
border-located fields was not larger than those of center-located ones (Center-
located: 9.57 + 0.67 Hz; Border located: 8.84 + 0.70 Hz; p=0.177, Wilcoxon signed-

rank test; FIGURE 3.13).

In addition to examining the maximum-firing and second-maximum-firing fields
in isolation, we also investigated whether the top-ranked strongest firing fields in
general tended to be situated closer to the borders. This was achieved by
observing the top 25% strongest firing fields, excluding the hyperfield (we also
looked at 20%, 30% and 40% strongest and this did not change the result: see
Appendix II). We found that there were not more border-located fields in the top
quarter of maximum-firing fields than expected from shuffle measures (actual
mean value 0.5082 was less than 308 shuffles out of 1000; FIGURE 3.14). These

observations revealed that the tendency for the maximum-firing field to be
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located at the borders was not due to border-located fields firing being stronger

in general, but rather due to something specific related to that particular field.

Thus, as this effect does not project to the second-maximal-firing field, it appears
to be exclusive to the maximal-firing field. Also, results showed that border-
located fields, aside from the maximum-firing field, do not tend to fire stronger

than the central fields.

This reveals that the case with the maximum firing field is unrelated to a
dimension of its location, and rules out the theory that the stronger-firing field is

due to better precision or any other property of its border location.

FANO FACTORS OF GRID CELL DATA SET
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FIGURE 3.2 Histogram of Fano factors (variance over mean) of the
firing rates between the fields of the grid cell data set. 80.23% of the
population of the grid cell data set has a Fano factor of larger than
one, signifying large variance. Mean value (3.3529) is represented
with the dashed red line. This shows that the grid cells tend to
exhibit large variability.
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FIRING RATES OF GRID CELL FIELDS PLOTS
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FIGURE 3.3 Figures plotting the firing rates of each field. X axis is
numbered fields in order of increasing firing rate. Y axis is firing rate.
A sharp increase is seen in the maximally-firing field. This suggests
that the main source of the variability lies in the maximum-firing
field. This field tends to fire much higher than expected from just
expected variability and might suggest it has another function in the
grid cell formation.
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EXAMPLES OF RATE MAPS PRODUCED FROM
SIMULATED SPIKE TRAINS

Original Rate Map Generated Equal Rates Simulated Spike Trains

FIGURE 3.4 Examples of simulated rate maps. The first columns
shows the original rate map, which was used to generate the rate
map of equal firing rates (middle column) with field centers at same
locations. This generated equal rates map was then used to
simulate spike trains. The simulated rate map is shown in last
column.
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MEDIAN FANO FACTOR OF SIMULATED DATA SETS
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FIGURE 3.5 Histogram of the median Fano factors of the simulated
grid cells, created using rate maps of equal firing rate probabilities.
Real value of real data is depicted with red dashed line. The median
Fano factor of the real data is much larger than those of the
simulated cells. This shows that the large variability seen in the data
set is not present in grid cells simulated from rate maps of same
probabilities, with smoothing and bin size kept at the same
parameters.
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METHOD OF DETERMINING IF GRID CELL MAX-
FIRING FIELD FALLS NEAR BORDER

FIGURE 3.6 /llustration of the method of determining if a cell has a
maximume-firing field near the borders of an arena. If the location of
the field falls within the given boundaries of the arena, it is
considered near the border. In this example, the gray x's mark the
location of the maximum-firing field of the cell. Cell A, with marked
maximum-firing field location, would be considered containing a
max-firing field near the border, while cell B doesn't have a max-
firing field near the border.
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LOCATIONS OF MAXIMUM-FIRING FIELDS

Cell r11025 d010605511t7 1 15.0Hz

Cell r12160 412020858116 c1 6.3 He

FIGURE 3.7 Spike maps are plotted alongside rate maps and field
map figures. Black x's mark the maximum-firing field in the rate
maps. It appears that these max-firing fields tend to be located near
the boundaries of the arenas.
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NORMALIZED DISTANCE OF HYPERFIELDS FROM
ENVIRONMENT BOUNDARIES
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FIGURE 3.8 Histogram of the normalized distance from the arena
borders of all cells in the data set. Non-smoothed data set was used
for this analysis. As can be seen, majority of cells have their
hyperfields located near the environment boundaries.

FIRING RATE OF HYPERFIELD OVER MEAN VS.
NORMALIZED DISTANCE FROM BORDER
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FIGURE 3.9 Scatterplot of the normalized distance of the hyperfield
from the arena boundary versus its firing rate divided by the mean
giring rate of all the gird cell's fields. The stronger the hyperfield's
firing rate is above the other fields, the more likely it is to be closer
to the arena border.
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NUMBER OF GRID CELLS WITH MAX-FIRING FIELDS
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FIGURE 3.10 Histogram of shuffled data counting the number of
cells from the set whose maximum-firing fields fell near the border
(defined as less than 0.1 normalized distance from the wall). The red
dashed line indicates the actual value.

NUMBER OF SIMULATED GRID CELLS WITH
MAXIMUM-FIRING FIELDS NEAR BORDERS
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FIGURE 3.11 Histogram of the number of cells in the simulated data
set with maximum-firing fields near the border of the arena. Real
value of non-simulated data set depicted with red dashed line.
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NUMBER OF GRID CELLS WITH SECOND-MAXIMUM-
FIRING FIELDS NEAR BORDER
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FIGURE 3.12 Histogram of shuffled data counting the number of
cells whose second-maximum-firing fields fell near the border
(defined same as above). The red dashed line represents the actual
value. As can be seen, the value does not appear to be significant
from the shuffled results.
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BORDER AND CENTRAL-LOCATED FIELD MEAN
FIRING RATES SCATTERPLOT
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FIGURE 3.13 Scatterplot of mean firing rates of border-located fields
vs. central-located fields. Red dashed line indicates where the values
are the same. Plot shows that the rates appear to be scattered
around this line, with many points even above it (indicating central-
located fields exhibit higher firing rate). This reveals that border-
located fields do not tend to fire higher in general.
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PERCENTAGE OF BORDER-LOCATED FIELDS IN TOP
25% OF MAXIMUM-FIRING FIELDS
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FIGURE 3.14 Histogram of shuffled data counting the percentage of
the top 25% maximum-firing fields that are located on the borders.
Real value depicted with red dashed line. This illustrates that most
border-located fields do not tend to have large firing, excluding the
maximum firing field, and that the top most maximally-firing fields
tend to be mainly central-located fields.
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{3.4.iv} Space deformation reveals anchor point

To investigate and further understand the properties of the hyperfield, we wanted
to examine how this field would react to a change within an arena. For this
analysis, we used data from Barry et al. [48], in which grid cells were recorded in
re-scaled environments after the animal had been familiarized in a specific
environment. The different arena configurations comprised of a vertical South-
North rectangular box, a horizontal West-East rectangular box, a larger square
box, and a smaller square box, with most sessions usually starting with the larger
square or vertical rectangle box. Each session comprised four arena
transformations, with the last arena matching the first. This study found that the
grid pattern stretched or compressed on average to about 80% of the new arena
configuration change. We used the data from this study to observe how the

maximum-firing field changed its position following each arena deformation.

Grid cells were included in the analysis only if they passed a quality criterion

(“gridness score”) of at least 0.3 in at least one of the five arena configurations.

Examination revealed that in many cases the maximum-firing field remained in
the same relative location when the arenas were normalized to the same size, and
remained the maximum-firing field, even after the arena box resized (FIGURE
3.15). It was common for the hyperfield to remain the strongest firing field in the
majority of transformed arenas. Thus, despite the arena transformation, the

hyperfield seemed stable.
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As a means by which to define this maximum-firing field stability, we used a
measure we referred to as a "cluster score." This score was calculated by taking
the number of maximum-firing field normalized locations that fell near each
other, divided by the total number of such values (‘near’ was defined as cases in
which the normalized distance between the fields was less than 0.35). Thus, a
cluster score of 0 denoted a complete lack of stability in maximum-field location
between the changing arenas, while 1 represented strong stability (see FIGURE

3.16).

A score of 1 corresponds to all the points being located in the same normalized
location, or "clustered" together when the arenas, normalized along the two
dimensions, are projected over each other. A score of 0.6 means that 4 of the 5
points are clustered together, while 0.4 or 0.3 means 3 of the 5 are, with 0.4
indicating the remaining two points remap together to the same location (creating
two total clusters), whereas 0.3 indicates they remap separately (creating 3

clusters).

sum (dist,orm < 0.35)
length (dist,orm)

Cluster score =

(eq.3.2)
We found at the level of the population a high number of cells with large cluster
scores among the data set (80.0% >= 0.3, mean=0.474; FIGURE 3.17). In order to
observe the statistical significance of this, the data underwent a shuffling process
by which the firing rates were randomly mixed between the fields for each

session. Compared to the distribution of the shuffled data, the mean field stability
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score from the original data was found to be much better than 1000 out of 1000
shuffles (FIGURE 3.18). These results did not change much if using different

thresholds for defining ‘nearness’ (see Appendix II).

These results reveal that the hyperfield remained anchored to its relative position

and continued to strongly fire above the rest of the fields.
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EXAMPLE OF CLUSTER SCORE ILLUSTRATION
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FIGURE 3.15 Example of how a Cluster score is calculated. The
locations of the hyperfield (depicted by black x's) are normalized to
the same arena size. The Cluster score is then calculated by how
clustered the locations are when overlaid on top of eachhother (as
shown in the last row, last column). The Cluster score is displayed in
red.

(82)




Chapter [3.4] Variability between grid cell firing fields

MAXIMUM-FIRING FIELD AMONG DIFFERENT
ARENA CONFIGURATION CHANGES
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FIGURE 3.16 Examples of the rate mpas of grid cells in different
arena configurations with the hyperfield circled in each map. The
normalized locations of the hyperfields are plotted overlaid over
eachother in the last column with the Cluster score displayed in red.
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CLUSTER SCORES OF GRID CELL DATA SET
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FIGURE 3.17 Bar graph of Cluster scores of the population data set.
Cluster scores range from O to 1, in discrete values. As can be seen,
there are many cells that exhibit a Cluster score of at least 0.6.
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FIGURE 3.18 Average cluster score of grid cell data set. Shuffled
results are reported by the red bars. Green dashed line represents
the actual mean cluster score of the data set.
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{3.4.v} Grid cells exhibit stable firing profiles

We further investigated whether the firing rates of the other fields also retained
stability across single sessions and across arena changes. We looked at the
correlation coefficient of the firing rates of the fields in the first half of the session
versus the firing rates of the corresponding fields from the second half to see if
fields tended to remain firing in a similar fashion. In addition, we also looked at
the original arenas versus the rescaled arenas from the Barry et al. study [48], and
the original arenas versus the last identical arena. Examples of the firing rates of
the original arena plotted alongside the firing rates of the rescaled arena, in
increasing order of the original firing rates, suggested that there is a pattern that

is retained between the two environmental variations (see FIGURE 3.19).

To observe the statistical significance of this, we compared the results to the
distribution of the shuffling procedure in which the firing rates were shuffled
between the different fields. Looking at the first half of the session versus the
second half, we found that there tended to be a larger mean correlation coefficient
between the two halves than expected from shuffling measures (see FIGURE
3.20). This reveals that the variability is stable across the session and that fields
tend to retain a similar firing rate profile across time. The results remained stable
even when the hyperfield was excluded from the analysis (FIGURE 3.20),
confirming that this high correlation coefficient was not solely the result of its

strong amplitude.

Next we observed whether this was also true across arena changes in data from

the Barry et al. study [48]. We took paired original arenas with rescaled arenas
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that had a similar number of fields (no more than 30% difference) and stretched
the rescaled arena to the size of the original. We found the pairs of fields by
pairing each with its nearest neighbor. As before, we looked at the mean
correlation coefficient compared to the shuffled distribution. We saw that again,
the firing fields retained a similar firing profile. This was also the case with the

hyperfield excluded (FIGURE 3.20).

Results were also similar when observing the correlation coefficient of the first
arena to the last identical arena, also when hyperfield was excluded from the
analysis (FIGURE 3.20). These results reveal that fields remain firing in a similar
fashion between single sessions, between different sessions of the same arena,
and between sessions of a rescaling environment. In all the above cases, and for
both the full data and data with the hyperfield excluded, the means of the actual

data were better than all 1000 shuffles for all analyses.
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CORRELATIONS BETWEEN FIRING RATES IN
DIFFERENT ARENA VARIATIONS
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FIGURE 3.19 (A-D) Examples of firing rate of the first half of the
session and the second half of the session. P, plotted in increasing
order of the total session peak firing rate. (C-D) Examples of the
firing rate of all the fields within the original arena plotted in
increasing order compared to firing rates of a rescaled arena plotted
according to the original arena. Examples show that firing fields tend
to remain firing in a similar fashion throughout both arena

configurations.

(87)




shuffles

@

shuffles

shuffles

250
200

100
a0

200

100

1501

200

100

-

Chapter [3.4] Variability between grid cell firing fields

CORRELATIONS BETWEEN FIRING RATES OF

SHUFFLED DATA SET
F
200 ¢
I‘ ‘I I|
II I- L L |:| _—I Il_
] 0.2 0.4 0.2 0 02
H 300
I 200
r Ill
0 _—. I._ . 0 _.-I I-_
-0.2 0 0.2 -0.2 0 0.2 0.4

0.4 0.6

200

1]
0.4 0.5 -0.
mean correlation coefficient

FIGURE 3.20 (E) The distribution of the mean correlation coefficient
of the firing rates among the fields in the first half of the session and
the same fields in the second half from the shuffled data compared
to the actual value. (F) Same as (E) but with exclusion of the
hyperfield. (G) The distribution of the mean correlation coefficient of
the firing rates in the original arena against the firing rates of the
same corresponding fields in a rescaled environment from the
shuffled data compared to the actual value. (H) Same as (G) but with
hyperfield excluded. (I) The distribution of the mean correlation
coefficient of the firing rates in the original arena against the firing
rates of the same corresponding fields in the last identical arena
from the shuffled data compared to the actual value. (J) Same as (l)
but with hyperfield removed from analysis. The results remain
statistically significant, providing evidence that this strong
correlation coefficient is not solely due to the hyperfield.
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{3.4.vi} Evidence of anchor with place cell inactivation

A study by the Moser group has found that excitatory drive from the hippocampus
is necessary for the formation of the grid cell firing pattern, showing that with the
inactivation of the hippocampus and the place cells within it, the grid pattern
breaks down [41]. In most cases it appears that the grid cells strongly diminish
their firing rate with the breakdown of the grid pattern. However, some cases
found that the grid pattern breaks down, but the cell retains a spatial dynamic
with no decrease in firing rate. An example is provided in FIGURE 23, which
shows a grid cell that breaks down its firing pattern after hippocampus

inactivation, but still remains spatially-tuned.

[t is interesting to note that in this example provided in the paper, it appears that
the location of the firing field that remains after the hippocampal inactivation is
located in the same place as the maximum-firing field of the original grid pattern.
This may point to the excitatory drive from the hippocampus as the mechanism
for how this anchor point is able to aid in the formation of typical grid cell firing
activities. A specific place/grid metric may exist, which in cases may fail to fully
break down as place cells are silenced. Alternatively, the source of the pivot point

may be non-hippocampal and may stem from a different brain structure.
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FIGURE 3.21 An example of a grid cell that remains firing at a similar
rate and remains spatially-tuned after inactivation of excitatory
information from the hippocampus, but loses its grid pattern. It is
interesting to note that the location of the firing field after
inactivation is located in the same location as the maximum-firing
field of the original grid pattern before inactivation. Figure taken
from Bonnevie et al., 2013 [41].
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Overdispersion of firing field passes

{3.5.i} Field passes adaptation

We wanted to investigate how the firing activity is reflected in the length and
manner of the pass. Specifically, we wanted to see if the firing activity diminished
with the length of time through the field. If so, this would suggest that adaptation
occurs in grid cell fields. Also, we wanted to examine how the method of

traversing through the field (i.e. straight through vs in and out from same

direction) affected the activity of firing.
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We examined this by looking at the firing rate at each single pass, compared to the
firing rate that would have been expected. The expected firing rate was calculated
from the rate map of the total combined session. We looked at the ratio of the
actual firing rate per pass to the predicted firing rate compared to the length of

time within the field.

We used a larger data set for this analysis as we included cells from circular
arenas. We only used cells with a gridness score of at least 0.4 and a HD Rayleigh

score of at least less than 0.2.

Results showed that the ratio of actual versus predicted firing rate diminished as
the length of time of pass increased. This suggests that adaptation does indeed

occur and that the fields do show fatigue over time.

TABLE 3.2: Cells in the overdispersion study

Study Total Cells passing Grid cells
number of gridness and HD remaining
cells criterion for study
Sargolini et al,, 620 42 42
2006
Derdikman et 121 39 39
al., 2009
Bonnevie et al.,, 195 76 76
2013
Total: 936 157 157
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EXAMPLES OF ACTUAL TO EXPECTED FIRING RATE
RATIO AS A FUNCTION OF LENGTH OF TIME SPENT
IN INDIVIDUAL PASSES
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Figure 3.22 Scatterplots of actual versus predicted firing rate as a
function of length of time spent through pass. As the length of time
within pass increases, the actual over predicted firing rate decreases.
The cell fires at a lower rate than expected the longer he is within an
individual field, suggesting fatigue occurs for individual passes.
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CORRELATION COEFFICIENTS OF ACTUAL TO
EXPECTED FIRING RATE RATIO VS LENGTH OF
TIME IN PASS FOR INDIVIDUAL RUNS
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Figure 3.23 Histogram of the correlation coefficients of actual firing
rate over expected actual firing rate as a function of the length of
time of individual passes. You can see most fall in the positive
correlation values and the median of the data set is at 0.4354. This
shows that most of the cells in the data set show a positive
correlation between length of time for a pass and the ratio of actual
to expected firing rate, suggesting that adaptation may occur within
passes.
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Chapter [3.6]

Discussion

rid cell firing patterns have a specific orientation and phase in respect

to the boundaries of the environment. The mechanism by which the

properties of this pattern arise is still unclear. Here we provided
evidence that this strongly-firing field may be the anchor and pivot point for the
formation of this grid cell pattern. Different studies have looked into various
properties of grid cell firing activity, finding certain patters and characteristics in
the orientation and phase of its specific hexagonal array. An example of this
includes a study that examined the orientation of grid cells. The orientation was
defined as the smallest angle between the walls and the six points that form the
hexagonal, taken from the autocorrelation of the grid cell rate map. The
researchers found that this orientation tends to be around 7.5 degrees, which
happens to provide the most information about the walls of the arena [49]. Seven
degrees means that the angles of the other walls will not be the same, and as such,

allows that the maximum information is provided about the room.

However, the way in which the cell is able to adjust its hexagonal array firing
pattern is unclear. The cell must in some way be anchored to a wall as it shears its
orientation, or a mechanism must exist that permits it to pivot the grid-aligned
firing. A method by which this may be possible is if a firing field acts as an anchor
or pivot point. We have found evidence that one specific field tends to fire

stronger than the rest of the firing fields.
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This field may be the mechanism by which the grid cell is able to align itself to the
arena boundaries. Its border location and its tendency to remain in the same
location as the arena rescales reveals that the strong firing rate it exhibits is not
purely noise and something specific to the field. Thus, it stands as a strong
candidate as the method by which the grid pattern is able to align itself to a
specific orientation and phase, even as subtle changes occur within the

environment.

This effect is seen regardless of the variability exhibited between the grid cell
fields, exposing that it's not purely a consequence of strong variation, but intrinsic
to the cell even when the rest of the fields show more uniformity in firing rates.
We investigated the way this field changes as the arena rescales. A study observed
how grid cell firing patterns change when an environment that rat was trained in
expanded or shrunk. We used this data to further look into how the maximum-
firing field changes. We saw that the field remains in the same location and

remains the strongest-firing field above the rest.

The fact that this field remains in the same relative location as the arena changes
and rescales provides strong evidence that it is not just normal deviation among
the fields, since it would in such a case vary among the fields. Rather we see that
the fields of the cell retain a specific firing pattern amongst them. The maximum-
firing field doesn't just vary between fields as would be expected if it were solely
noise and normal variation, but remains connected to the same location

throughout.

This suggests that this field may be the anchor or pivot point of the grid firing

pattern of the cell. This also provides an explanation for how the cell is able to
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retain its grid pattern through changes to the same arena, as well as provide a
mechanism through which the grid cell is able to orient and pivot to a specific

phase and orientation.

In addition to this, we also looked at the variability between single passes of a grid
cell. For individual passes, we found that there were differences between the
expected firing rate, calculated using the spatial firing distribution, and the actual
firing. We further showed that the ratio of actual to expected firing rate decreased
with the length of time spent through pass, suggesting that adaptation occurs for

single passes.

Both between individual passes and between the firing fields of grid cells, we see
large variability. We have shown here that the variability among the fields is
larger than seen in cells simulated from equal-rate firing fields, as well as larger
than data acquired through shuffle measures. The fact that the specific field
exhibits strong firing and remains in the same location as the space deforms may
have strong implications to its precise function and its role in the formation of the
grid cell pattern. These findings all expose new knowledge on the unique firing

patterns of these neurons.

The non-uniformity and relative stability of this non-uniformity reveals that the
grid cell fields are not as static and equal in their firing rates. This has strong
implications for the function of grid cells and may reveal new details about their
structure not considered before. Grid cells are generally attributed to possessing

similar firing rates between fields, which we show does not appear to be the case.
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These cells are believed to play a strong role in spatial navigation, perception of
self-location, and memory itself. Thus, these results might reveal information not
purely on the mechanisms of these neurons, but rather additionally expose

something of the phenomenon of space perception and memory.
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Plots and spike shapes of DREADDs analysis cells
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Date: 02.02
T1Cl
Pre-inj. of CNO 30 mins post-inj. 120 mins post-inj. recovery from CNO
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Date: 02.02
T3C1

Pre-inj. of CNO 30 mins post-inj. 120 mins post-inj. recovery from CNO
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Date: 02.02
T3C3
Pre-inj. of CNO 90 mins post-inj. 140 mins post-inj. recovery from CNO

Date: 02.02
T3C3
Pre-inj. of CNO 90 mins post-inj. 140 mins post-inj.  recovery from CNO
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(A-B) Percentage of shuffled data set with cells having its hyperfield located near a border.
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remained significant.
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